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Introduction 
You’ll see right away that Zebrium is different than typical observability tools. 
Monitoring tools are great for dashboards, setting up alerts, and understanding when 
things go wrong. Tracing tools help you narrow down where things are going wrong. 
But inevitably you have to look into logs to understand why things went wrong. 
Traditional log managers are great for searching and alerting, but they rely on you to 
know what to search for and build alerts for.  

But when you are troubleshooting a new problem, the root cause is most often found 
in a small number of new/rare events and related errors. In these cases you typically 
don’t know exactly what to search for. Zebrium uses machine learning (ML) to 
automatically identify these correlated clusters of anomalies and errors, and puts them 
in RCA (root cause) reports.  

All you need to do is connect a stream of logs to Zebrium’s ML engine. You can do this 
using one of Zebrium’s open source collectors (in a k8s environment this is simply one 
helm command), or by uploading logs using Zebrium’s APIs or CLI. You can then 
consume Zebrium’s ML generated RCA reports in one of the following ways: 

1. (Recommended) Connect it to your observability dashboards – like DataDog, 
New Relic, Elastic, Grafana, Dynatrace, AppD or ScienceLogic, so that RCA 
reports from Zebrium will be shown on the same dashboards and can be 
visually correlated with any spikes or alerts at the same times. 

2. Connect it to your incident management tool like OpsGenie, PagerDuty, 
VictorOps or Slack (check the product for the full list), so that an RCA report is 
automatically created and sent to the incident management tool. This can work 
in one of two ways depending on the exact tool - 

a. In some cases (Opsgenie, OpsRamp, VictorOps) Zebrium can actually 
create an incident in the incident management tool when a root cause 
report is autonomously detected by Zebrium’s ML.  

b. In other cases (Opsgenie, PagerDuty), a bi-directional integration is 
supported, so that the incident management tool will query Zebrium any 
time a new incident is created (by another monitoring tool for example). In 
this scenario Zebrium automatically responds by adding the right root 
cause report back into the timeline of the incident in the incident 
management tool. 

3. Or, evaluate the feed of auto-detect incident RCA reports, particularly around 
times where you know things went wrong. You can also force the ML engine to 
do a deep scan and create a report on demand by clicking the “Scan for Root 
Cause” button. 

In most cases, the default settings will work well, however, Zebrium provides several 
controls to adjust the sensitivity of its machine learning engine so you can tune signal / 
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noise to best suit your environment. Zebrium also provides ways to group related log 
feeds so that the ML only correlates anomalies across related components of an 
application instance (the components that together define a failure domain). For details 
on changing the default sensitivity settings and managing deployments, please contact 
Zebrium.  

If you have any questions, please reach out to us via Slack or email 
hello@zebrium.com. 
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Key Concepts 
• ML Generated “Suggested Alerts” (also called RCA 

Reports) – each ML Generated Alert (RCA report) consists of a group of log 
events that our ML identified as being part of a problem. Each RCA report 
matches a particular “fingerprint” of log events. It can be annotated with notes, 
summaries, Jira links, and alert preferences, so that future occurrences of the 
same type of problem will reflect these preferences and notes. 

• Key Events and Log Events Of Interest: These events are 
shown in the summary view and often provide clues as to the nature of the 
problem. However, in some cases they may not contain anything obvious, and 
you will have to drill-down into the actual report to find relevant details. The Key 
Events are also used as a “signature” for a particular type of Alert. There are 
typically two hallmark events:  

o The first event in the sequence, which is usually a rare event or anomaly 
and often relates the root cause.  

o A high severity event – either as determined by log severity, or other 
indicators such as certain words or phrases indicating a problem (e.g. 
exception, died, failed, could not restart, etc.) 

o You can “edit” the fingerprint of any RCA type, to select different events if 
you believe they are more useful. Future matches of this type of RCA 
report will match against your user defined keys, and carry forward your 
notes, summaries, Jira links as well as alert preferences. 

• Service Group: is the collection of log types, pods, hosts etc that are all 
part of a “failure domain”. In other words, logs from the micro-services and 
processes that could all interact with each other to contribute to an incident 
should be part of a Service Group. Zebrium’s ML will only attempt to correlate 
anomalies and errors across logs that fall within a Service Group. For more 
complex applications, it is possible to have multiple Service Groups if there is 
more than one failure domain. 

• Dashboard Integration:  
Zebrium’s root cause service can be easily integrated into your existing 
observability dashboards. So for example if you see symptoms of a potential 
problem in your metrics dashboard, you can have the root cause indicators for 
the problem surfaced right below that.  
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To enable this, simply go to the Integrations and Collectors menu under settings, 
pick your preferred observability dashboard and follow the instructions. 

 
  



 
 

 6 

How It Works (Theory of Operations) 
When skilled engineers troubleshoot software, they typically look for two things –  

1. Where is bad “stuff” happening – i.e. clusters of errors, warnings, stack traces or 
other indicators of bad outcomes. 

2. Were there unusual events upstream, which could help explain these bad 
outcomes? Examples might be config changes, a new deployment, user actions 
etc. 

In modern software these events are often generated by different microservices or 
software components, so you might have to switch between many log streams and 
then mentally correlate the events across them. 
 
Zebrium essentially emulates the workflow of a skilled engineer. It automatically builds 
a catalog of all the event types generated by the software. Then it tracks the patterns 
of each event type in each log stream (e.g. the logs generated by a specific container, 
pod or host), and automatically identifies unusual and bad events. Finally it identifies 
unusually correlated collections of rare and bad events that appear to be due to the 
same incident. Zebrium scores each such collection based on a combination of how 
rare the underlying events are, and how bad (e.g. how many warnings / errors). Each 
collection of such events is “fingerprinted” as a unique type of issue, and the ones that 
rise above a specified threshold can be considered a potential root cause report, and 
are summarized using NLP. 
 
When the ML detects one of these unusual clusters, it will generate a suggested alert. 
A suggested alert contains metadata (e.g. title, description, etc.), a root cause report 
(set of correlated log lines that likely help to explain a problem) and a suggested alert 
rule (one or two log events types that form the signature for this type of alert). A user 
can choose to “accept” or “reject” a suggested alert. If a suggested alert is accepted, 
the user can edit the metadata and alert rule and can also decide upon the action to 
take if the same kind of alert type occurs again (e.g. to send a Slack, email or other 
notification). 
 
Users can affect their results a few ways –  

• They change the sensitivity threshold – making it more sensitive to catch subtle 
issues, or making it less sensitive to minimize “noise”. Note that in the latter 
case the software will still detect the less significant issues and create reports 
for them, but will not show them to the user until settings are changed. 

• They can filter the results: For example by default only the first occurrence of 
each “incident type” is visible on dashboards, alert channels etc, unless a user 
deems it alert worthy.  
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Navigation 
• Assuming you have connected Zebrium to your observability dashboards, the 

simplest way to start is to look at the Zebrium widget when you have a problem, 
and click on the Zebrium detected root cause report that lines up with the same 
point in time. 

 
 

• For more details, or to take action on one of these reports, you can click on the 
URL to jump straight to the detailed report. 

• Alternatively, you can start from the Zebrium UI (the main page showing a list of 
all known Alerts / RCA reports), and drill down on the report that matches the 
time frame (and other meta-data filters) when you suspect a problem. 
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• The list is sorted by time (most recent first), and can filtered by time range, log 

types, service groups, hosts, tags and significance. Any RCA reports that match 
these attributes will be shown in the filtered view. 

 

 
 
• The list shows the host, log types (which typically match container names), and 

the key events that describe a given RCA report  
• Important: By default, the list only shows the first occurrence of a new type of 

RCA. If the same problem has occurred previously, you can check for repeat 
occurrences by un-filtering the “first occurrence only” field  

• If you don’t see a report a time of interest where you believe a problem 
occurred, it’s likely because it was suppressed by the existing significance 
settings. You can force a report to be created via a deeper scan by clicking the 
“scan for root cause” button (#2 above), and specifying a time of interest. 
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Clicking on any of the reports will take you to a “RCA details” view. In this view, 
you’ll be shown a more complete list of log events compiled by our ML to describe 
this particular problem.  

 
• You will also see a visualization of the log events (#2 above), partitioned by 

micro-service and host name, with the horizontal location of the dots based on 
chronological sequence. 

• You will also see a wordcloud of selected keywords picked out from the report – 
with the font size denoting how rare it is, and the color denoting how “bad” the 
underlying events were (for example a critical event is worse than an error). 

• Typically, the “core” list in an RCA report will contain somewhere between 5-25 
log events. However, you can then drill down by clicking on the “All Events” 
button (#1 above) to see a much longer list (typically a couple of hundred) of 
anomalies, warnings and errors surrounding this core list of events.  

• You can filter events by severity (e.g. error, warning etc), log type, host etc – 
refer to #3 above and the filter view below. 
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• You can further filter the log events at any zoom level, by matching against a 
text string or a (PCRE2 compliant) regex. Note: regex filters should use the 
syntax “/regex/”. 

• You can also highlight any desired alphanumeric strings within the visible log 
events using the “find” field at the bottom of the screen (#5 in the figure above). 

• Alternatively, you can drill down on logs from a particular host or pod by clicking 
on the “peek” button. This is similar to looking at the log file for a single log 
generator.  

 
• To exit the peek mode, click the “clear” button. 

 
• Finally, you can add notes, a title and an issue tracking URL (e.g. a pointer to 

Jira) by clicking on the “edit” button. 
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How To Get The Best Results 
Zebrium’s ML will start working within a few minutes of logs arriving, detecting RCAs 
for problems that occur in your environment, and presenting them as “Suggested 
Alerts” within the Zebrium UI. Signal to noise ratio improves with time, and typically 
achieves a good level in about 24 hours. If you’re not satisfied with the quality of the 
results, there are a few things you can do: 

Ingest Complete Logs That Contain A Real Problem 
Sometimes users connect Zebrium to (or upload a set of logs from) a software 
environment in steady state, where nothing bad happens. In such cases the logs don’t 
actually contain any unusual events or significant errors. Naturally in such cases 
Zebrium will not find a useful (or perhaps any) root cause report. 
Also sometimes users will upload a subset of the logs (in an extreme scenario a single 
log file), which also degrades Zebrium’s ability to create meaningful root cause reports. 
For good results, please connect Zebrium to a software environment where real 
problems occur (or where you can deliberately break things).  
You can achieve equivalent results by uploading static log files from a real problem, 
but in this case care must be taken to ensure the log collection is complete (anything a 
human would need for troubleshooting should be included), the files are tagged with 
correct metadata, and the logs cover a time range of 24 hours or more before the 
problem occurred.  

Be Mindful Of Elapsed Time 
By default, Zebrium has a few settings that govern whether (and how well) a root cause 
report is created. 
For instance, the ML needs some history to build an event catalog, to learn normal 
patterns, and to learn the dependencies between log streams. If you connect Zebrium 
to a brand new environment, for best results you should let it learn for about 24 hours 
before attempting tests. It is possible to get reasonable results much quicker (say 1-2 
hours after setup), but be prepared for noisier results. 
Also, if the same kind of problem keeps occurring within a day, Zebrium may consider 
it “typical”, and therefore not create a root cause report for it at all. 
A common issue users encounter is that they induce the same problem more than 
once, and don’t realize that default settings will only show the first occurrence of the 
problem (these settings can be changed – in the UI, or under the settings menu). 

Review Service Group Setup 
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Service groups are a way to inform the Zebrium ML about the failure domains within 
your log streams. Only log streams/files coming from services/containers/hosts that 
could affect each other should be placed in the same service group. If you see log 
events in a RCA that originate from completely unrelated services, you can partition 
them by changing your log collector settings to place them in different service groups. 
Aside from assigning a Service Group label per daemonset, you can also map sets of 
k8s labels (like apps, or namespaces) into a particular Service Group by editing the 
YAML file for the log collector. 
 

Review RCA Settings 
A handful of ML settings are visible in the Root Cause Settings menu. The most 
common one to consider adjusting is the “Significance” setting. Think of this like a filter 
level – the higher the significance setting, the more selective the ML will be in alerting. 
A way to think about significance is a combination of rareness and badness – the 
higher the significance setting, the more rare and bad (e.g. log severity level) the RCA 
events have to be to show up in an alert feed. “Badness” is derived from the log 
severity level, but there are additional hidden settings that can optionally scan the log 
text, as well as add your own keywords/string that have a special meaning for your 
software stack (contact us if you need either of these). 
There are other settings that may be useful in rare cases – such as excluding a 
particular log type entirely if it is not useful from a diagnostics perspective.  
 

Use Integrations To Separate High Priority Alerts 
Zebrium’s ML creates RCA reports when it identifies clusters of rare events and bad 
events (i.e. events with higher log severity, like warning, error) that are highly unlikely to 
occur by random chance. Nevertheless, all such clusters may not be due to high 
priority (e.g. P1 or P2) issues, and therefore may not need immediate attention. 
One way to distinguish the high priority issues from others is to set up inbound 
integrations with tools such as PagerDuty, OpsGenie, VictorOps etc. When an incident 
is created in one of these tools (say due to an alert from some other observability tool 
for example), the integration signals Zebrium to analyze logs from the same 
environment, and respond with a root cause report that is automatically appended to 
the incident (e.g. in the timeline or notes fields). By doing so, Zebrium reports can be 
matched up with incident priorities that were already assigned based on other rules. 
More details can be found here and here. 
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You can also use inbound integrations to route alerts (rather than incidents) to Zebrium. 
In this case Zebrium will not be able to update any incident fields (since we do not 
receive incident notifications), but will use the alerts as triggers to generate RCA 
reports, which will be sent to the outbound channels that are already configured. 
 
Note that Zebrium’s ML will continue to proactively detect RCAs (even when there is 
no signal from a 3rd party tool like PagerDuty or OpsGenie), but these proactive alerts 
can now be routed to lower priority alert queues. 

Manage Alert Destinations 
There are multiple ways to manage and segregate alerts. The simplest way is to set up 
alert channels for every combination of deployments and/or service groups that you 
would like to route uniquely. 
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Use Routing Rules To Classify And Route Alerts/RCAs   
An even more powerful way to manage and route alerts is to setup “Routing Rules” 
under the “Alert Settings” menu, and clicking on the “Zebrium Suggested Alerts” tab. 

 
 
This allows you to set up rules regarding service group, event labels (e.g. k8s app or 
pod name), as well as string matches in the actual log event. Each routing rule lets you 
automatically triage Alerts/RCA reports, and send them to the appropriate destination.  
 
For example you may want to create a “Networking” tag for RCAs which involve logs 
from k8s pods that affect networking services, or contain key words related to network 
issues, and send them to an email alias or slack channel for the networking team.  
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Ensure Zebrium’s ML Highlights Significant Events When 
They Happen Nearby   
Let’s say your engineers know that a specific log event is useful from a troubleshooting 
perspective. If that event occurs in the vicinity of an auto-detected Alert/RCA, you may 
want to ensure that it does get pulled into the core event list of any RCA. If you want 
this outcome, simply click on the “Log Lines To Include” Tab, and define the pattern to 
match these events.  
For example, the rule below will make sure any events coming from the Postgres log 
stream that contain the keyword “restart” will be pulled into an RCA report if the ML 
detects unusual events within the vicinity of this restart event. 
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Ensure Zebrium’s ML Ignores Spammy Events When They 
Happen Nearby   
This does the opposite of the previous feature. Let’s say your engineers know that a 
specific log event is spammy and low value from a troubleshooting perspective. If you 
want to keep it from showing up in RCA reports, simply specify the event label and 
pattern match to inform the ML engine to exluce these events. 

 
 
 

Edit RCA Fingerprint Alert Keys  
One of the benefits of Zebrium’s ML is that it will track repeat occurrences of a 
particular type of issue – and will reuse any user added notes, Jira links, and alert 
preferences that were set the first time. Note: if no alert preference is set for a particular 
issue upon the first occurrence, no alerts will be sent for subsequent (repeat) 
occurrences of the same type of issue. 
 
A unique issue is identified by log events that are considered fingerprints of that type of 
issue RCA. The fingerprint events are annotated with the key icons. Zebrium’s ML will 
auto-identify 2 such events based on rareness and severity. However if you think 
different events should define the “fingerprint” of an RCA, you can edit these using the 
“Define Custom Alert Keys” button in the details view (top right corner). In the current 
software version you can choose 1 key, or 2.  
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Further, if you want to catch this exact issue every time it occurs (not just the times the 
events are anomalous and unusually clustered), make sure to check this option by 
clicking on the “Edit” menu (top left corner of the report details page). This option is 
useful for issues that happen very frequently (many times a day) to make sure the ML 
does not ignore them because they are so common. 

 
 
 
If you do end up customizing the fingerprints for some reports (by choosing different 
key events than chosen by the ML), you can also view the list of all your custom keys 
under the settings menu (see below). 
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Manually Defined Alerts 
Let’s say the example of the log event from #2 is so critical that you want to be notified 
EVERY TIME the matching rule is seen in the logs. If this particular event is a common 
occurrence, the ML might start to ignore it because it does not seem unusual.  
To ensure you always catch it, use the “Alert Rule” option, under the “Alert Settings” 
menu. Note that this is similar to a simple alert rule in any log manager – it does not 
rely on ML.  
 
Warning: Also note that if you are not careful with the definition of your rule, you may 
inadvertently generate a LOT of alerts. To mitigate this possibility, use the “alerting 
volume” option (#2 in the picture below). The “Low” volume option will only send a 
maximum of one alert per day for this rule, while the “High” volume option will alert up 
to once per hour. 

 

 
 


